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Abstract: Purpose: The purpose of this study is to test the validity of the quantity theory of money
(QTM) on South African sectoral data. The rationale of this study and its necessity for South Africa
as the case study is that, although aggregate inflation may lie within the target range, inflation at a
sectoral level, particularly in the food and transport sector, is still a matter of concern in South Africa.
Methodology/approach: This study employed the Non-linear Autoregressive Distributed Lagged
model (NARDL) to assess potential asymmetries in the effect of money supply to differentiate between
the effects of contractional and expansional episodes on inflation at the sectoral level. Quarterly time
series data spanning from 2002Q2 to 2021Q2 was utilised for the estimation. Ultimately, the causal
effect amongst the variables is examined by employing the Pairwise Granger Causality test. Findings:
The results suggest that in the short run, the effect of monetary policy shocks is very weak. On the
other hand, in the long run, both negative and positive shocks in the money supply push inflation at
the sectoral level in the opposite directions, and positive shocks (expansionary monetary policy) have
a greater effect than negative shocks, which renders the QTM invalid in South Africa. The sectoral
response was found to be heterogeneous in the long run, and this was also backed by the results
of the Granger Causality test and the dynamic multipliers. Asymmetry in the effect of the money
supply is assessed in some of the sectors only in the long run. Practical implications: Based on the
results, this study confirms great discrepancies in sectoral responses. Therefore, aggregate inflation
may not be a good indicator of the inflation path in South Africa, as it may underestimate sectoral
variations. Originality/value: The originality of this study lies on testing the validity of the QTM
on inflation at the sectoral level in the South African context using a non-linear approach to assess
potential asymmetry between the effects of expansionary and contractionary episodes of monetary
policy shocks.

Keywords: QTM; sectoral inflation; NARDL

1. Introduction

The existing literature ascertains that combating inflation has been a matter of concern
in emerging economies, since inflation is undesirable from both a macroeconomic and
microeconomic standpoint (Katria et al. 2011). High inflation is not conducive to economic
development, it weakens the value of a currency in terms of savings and demand, and it
prevents economic agents from meeting their needs with the available money (Mahyar
2017). Therefore, the monetary policy focus should be centred on the pursuit of low inflation.
As a result, in the year 2000, the South African Reserve Bank (SARB) has embarked on a
huge decision to change its monetary policy framework and adopted a new monetary policy
structure named “Inflation Targeting”, which is centred on the pursuit of low inflation by
assuring that it ranges between the targets of 3% to 6%. On the other hand, achieving low
inflation is among the goals of the National Development Plan (NDP) to be achieved by
the year 2030. This background attests that emerging economies such as South Africa have
given paramount importance to inflation.
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Before the adoption of inflation targeting in the year 2000, South Africa experienced
a high amount of inflation. The 1980s marked the highest inflation in South Africa since
1960 up to date. During the periods of the cash reserve-based regime, inflation reached
18.65%, the highest in its history. This was due to the 1979 oil crisis, which triggered the
1980 global recession, which played a major role in influencing inflation during this period.
However, after the year 2000, when inflation targeting was adopted, inflation has been
stable in South Africa. According to the Business Tech first quarter report of 2022, South
Africa holds the record of being amongst the few countries, including China, Vietnam, and
Indonesia, that have managed to keep their inflation stable. Specifically, South Africa has
been successful in maintaining the inflation target of 3 to 6 per cent, which is below those
of advanced economies, such as Hungary, US, Poland, UK, and the Eurozone.

Besides the success of monetary authorities at keeping aggregate inflation stable since
the year 2000, inflation at a sectoral level in South Africa has been characterised by great
discrepancies, and this worsened even further after the outbreak of COVID-19. Table 1
depicts the percentage weights in a descending order that were contributed by each sector
in the 2021 Consumer Price Index (CPI) basket.

Table 1. Consumer price index sectors weights.

Consumer Price Index (CPI) Components Component’s Percentage Weights in the Basket

1. Housing 42.36%
2. Transportation 18.18%
3. Food and Beverages 14.26%
4. Medical Care 8.49%
5. Education and Communication 6.41%
6. Recreation 5.11%
7. Other Goods and services 2.74%
8. Apparel 2.46%

Source: Authors’ compilation from the data extracted from, Statistics South Africa (2021).

The housing and energy sector, transport sector, food and non-alcoholic beverages
sector, and health sector weigh 42.4%, 18.2%, 14.3%, and 8.5%, respectively. These sectors
have been described as the most expensive sectors in South Africa by STATSA. Moreover,
Imbs et al. (2011) documented that in most developing economies, including South Africa,
price elasticity tends to vary amongst sectors of the economy, resulting from the kinds of
shocks each sector is subjected to.

After the outbreak of COVID-19, the Monetary Policy Committee (MPC) announced
that they would fix the repo rate to influence money in circulation (money supply) in order
to control the inflation pressure and stimulate economic activities. However, inflation in
some sectors, especially the food and transport sectors remains high even to date. Could
this imply that money supply is no longer the source of inflation or could this mean
that the response of different sectors varies from money supply? These two questions
remain unanswered, and therefore, form important objectives of this study. On the other
hand, the history of these two variables (money supply and inflation) is well articulated
by QTM, which serves as the fundamental theory that proposes a directly proportionate
relationship between the stock of money in circulation (money supply) and inflation.
Therefore, according to this theory, money supply can be used to control inflation. Although
this theory has accorded a great deal of acceptance in empirical literature; nonetheless,
in the modern unconventional monetary policy, the theory has lost its credibility. The
Taylor rule framework is predominantly preferred by most central banks, particularly those
using inflation targeting as monetary policy, such as in South Africa. Moreover, Cooray
and Khraief (2018) have postulated that the direct relationship proposed by QTM may
not hold during recessions, as expansionary monetary policies may have little impact
on price variation as compared to during an expansion (liquidity trap). Therefore, it
becomes crucial to consider the passthrough effect of monetary policy when studying these
variables. Ultimately, monetary authorities in South Africa ought to seek other tools to



Economies 2023, 11, 71 3 of 26

combat inflationary pressure during the periods of economic downturns (recession) rather
than the repo rate.

In this regard, the hypothesis tested by this study is the validity of the QTM on South
African sectoral data, employing the Nonlinear Autoregressive Distributed Lagged model
(NARDL). This contrasts previous studies (Perevalov and Maier 2010; Ofori et al. 2017;
Adusei 2013; Alemu et al. 2016 among others) that employed aggregate inflation to study
this relationship, which underestimate sectoral variations and might have confounded
the results of previous studies on this relationship, which lead to the inflation paradox.
This model will play a role to distinguish the effect of both contractional and expansional
episodes of monetary policy employed by SARB during the period under investigation, in
order to assess potential asymmetry. The rationale and necessity of this study emanates
from the fact that sectoral inflation is inconsistent with aggregate inflation in South Africa,
and there are discrepancies in the sectoral response, signalling the possibility of asymmetry
in the effect money supply. The empirical literature provides limited evidence of the effect
of money supply on sectoral inflation, and this proves to be a gap in the literature, because
the success of monetary policy may be traced through stability in sectoral inflation (which
lies between 3 and 6%) and fewer discrepancies. Distinct from previous studies, this study
contributes to existing knowledge by evaluating the influence of money supply on inflation
at the sectoral level rather than aggregate inflation. Disaggregate data provide more
variations through which reliable inferences will be estimated. Furthermore, this study
contributes by distinguishing the effect of monetary policy on inflation by the episodes
of expansionary and contractionary monetary policies by the SARB. The remainder of
this paper proceeds as follows: Section 2 covers the literature review, the methodology is
highlighted in Section 3, Section 4 provides empirical results, and Section 5 outlines the
summary and policy implications.

2. Literature Review

Serving as the foundation theory instigating the correlation between money supply
and inflation, the QTM is carefully chosen as the theory that will underpin this study as the
widely accepted schools of thought in the money supply and inflation relationship in the
field of monetary policy (Wang 2017). The QTM provided the main conceptual framework
for the interpretation of modern financial events. It then formed the principal core of the
classical monetary evaluation of the 19th century and shaped the coherent prescription
underpinning the conventional monetary policy. David Hume established the first dynamic
process by breaking down how the effect of a change in monetary policy is transmitted
from one sector to another in the economy, changing the relative price and quantity in the
process (Atkin and La Cava 2017). He provided significant refinement and explanation and
made a tremendous contribution to the quantity theory of money.

According to the QTM through the work of Friedman (1989), “inflation is everywhere
a monetary phenomenon”. This theory assumes that velocity and the quantity of goods
sold are fixed. Then money supply is directly proportional to inflation in the long run and
the causal effect runs from the money supply to the aggregate price level. This implies
that expansionary monetary policy is associated with high price levels, while contraction
monetary policy becomes a crucial tool to combat inflation. The mathematical form of this
theory is expressed by Fisher’s equation as stated by Equation (1):

MV = PQ (1)

where:

M = Money supply;
V = Velocity (number of transactions that take place with a given amounts of money);
P = Average price level (inflation);
Q = The quantity of goods and services sold.
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Making price level the subject of the formula, we obtain:

P =
MV
Q

(2)

The assumption is that V and Q are fixed, meaning that they cannot increase signifi-
cantly to influence Price P in the economy. Therefore, money supply equates inflation. This
assumption was highly disputed by Keynesians on the basis that there is no way for V to
be fixed. In the case of a recession, for example, the number of transactions may decrease
significantly and Influence P. As a result, there might be no direct link between money
supply and inflation. Additionally, during a recession, money supply may increase, but
there may be a liquidity trap; thus, this increase may not be felt in the system. Furthermore,
changes in payment mechanisms such as credit spending might increase the number of
transactions taking place, regardless of the money in circulation. Abundant research that
has established the support for the quantity theory of money exists (Abate 2020; Rasool
and Tarique 2017; Akinboade et al. 2004; Atil and Saouli 2020). On the other hand, another
strand of research has found contrasting (negative) results (Nelson 2008; Amassoma et al.
2018; Kiganda 2014; Roshan 2014).

This lack of consensus in empirical literature was termed the “inflation paradox”,
for which conventional economic theories fail to give a real justification and has attracted
considerable attention in previous studies, such as Cao (2015), who questioned the va-
lidity of the quantity theory of money. Cao documented that after the 2007–2008 global
financial crisis, countries such as the United States of America (USA) have been involved
in increasing the money supply more rapidly to boost economic activities. Considering
this, one would expect the USA to have high inflation values, but inflation is referred to
there as the dog that has never barked. Therefore, in a relatively wealthy society where
there are expansions in the credit of non-financial sectors, inflation is a wealth allocation
phenomenon. These findings coincide with those of Murayama (2017) in his summer
report, which postulated that since the Bank of Japan (BOJ) began to use its unconventional
monetary policy (Quantitative Easing), the growth in money supply has not equated to
higher prices in Japan. Although the BOJ has been using excessive monetary expansion,
yet inflation there has remained below the target of 2%. He further concluded that this
contradicting behaviour of money and prices arises from the fact that the money supply is
no longer a source but rather a result of expansion in the economy and inflation.

Loungani and Swagel (2001) argued that the direct association between money supply
and inflation may vary depending on the size of the economy, where developed countries
may be characterised by low levels of unemployment and high aggregate demand. There-
fore, the velocity might not be constant as the quantity theory of money states. Furthermore
De Grauwe and Polan (2005) postulated that the direct proportional relationship between
money in circulation and prices exist only in countries with high levels of inflation.

On the other hand, there is an emerging strand of literature stressing the importance of
asymmetry in the effect of monetary policy. The theoretical underpinnings of this emerging
literature emanate from the work of Cukierman and Muscatell (2008, stating that monetary
authorities react differently on the phases of the business cycle, for the reason that they fear
economic failures that may result in recession more than failures resulting in expansions.
Therefore, the Taylor rule framework, with its linear reaction function, might be misleading
in modern monetary policy, particularly inflation targeting (Loayza and Soto 2002). The
linear reaction function relies on the assumption that weights being assigned by central
banks in both negative and positive deviation in inflation are the same. However, in recent
times, this notion has been highly challenged by the emerging literature, which specifies
a non-linear form of a central bank reaction function (Nobay and Peel 2003; Dolado et al.
2004; Cukierman and Muscatell 2008). The non-linear specification assumes that weights
assigned by central banks to negative and positive deviations in inflation may vary. In real
life, the reaction of policymakers may differ in the case of inflation and deflation, as they
do not have the same effect on the economy. A more aggressive reaction may be expected



Economies 2023, 11, 71 5 of 26

in the case of inflation because of its repercussions in the economy, and a less aggressive
reaction may be expected in the case of deflation. It is, therefore, important to consider the
asymmetric preferences of the central banks when studying the effects of money supply on
inflation (Caglayan and Asta 2012).

De Sá and Portugal (2015) investigated the weights assigned by central banks in the
US and Brazil, motivated by the downwards and upwards variation on inflation there. The
study employed a non-parametric method, and the results provide evidence that FED was
more concerned with inflation below the target as opposed to when it is above the target.
As for Brazil, asymmetries were found for the output gap.

Ullah et al. (2021) investigated the non-linear impact of both fiscal and monetary policy
on environmental pollution in Pakistan using an NARDL for the annual data sampled
from 1985 to 2019. The results indicated that long-term negative and positive variation
in fiscal policy instruments has a significant negative impact on environmental pollution.
Conversely, in the short run, negative and positive deviations in monetary policy instru-
ments were found for harmful carbon emissions. This study recommended that fiscal
policy may be used along with monetary policy to enhance economic growth while limiting
environmental pollution in Pakistan.

Threshold vector autoregression was applied by Dajcman (2020) to examine the asym-
metric effect of monetary policy transmissions to both demand and supply in the credit
market of the Euro area. The study modelled two systems of GDP and financial stress and
evaluated the impact of shocks in the shadow rate of monetary policy. The study found
no asymmetries associated with the magnitude of monetary policy shocks in the Euro
area. The effect of monetary policy was found to have a greater effect on financial stress
compared to GDP. Ultimately, the response of consumer demand for loans was found to be
more responsive than the supply of loans in the credit markets. Agenor (2001) also applied
a VAR framework at its small scale using quarterly data for Turkey, North Korea, the
Philippines, and Malaysia. The study investigated the asymmetric monetary policy effect
on output cyclical components, exchange rate depreciation, and inflation. Impulse response
functions indicated that asymmetries of monetary policy vary across the countries.

The two-stage procedure was employed by Debortoli et al. (2017) to explore the
existence of any asymmetries in the effect of monetary easing and tightening. First, the
shock of monetary policy was estimated as a standard Taylor-style policy rule residual.
Secondly, a shock of non-linear function (its absolute value) was used to incorporate other
variables in the system as the additional regressor. The study found that the effects of
monetary easing and tightening are asymmetric. Monetary policy tightening has a small
effect on prices and large effects on real economic activities. The opposite was found with
monetary policy easing, where there is a small effect on real economic activities and a large
effect on prices.

A different model (Smooth Transition Regression) was employed by Jawadi et al. (2013)
to estimate non-linear monetary reaction functions of two large economies, i.e., Brazil and
China. The focus was on commodity price, economic activity, the foreign exchange market,
financial market, and monetary conditions. The study employed quarterly data for the
period spanning from 1990Q1 to 2008Q4. The findings suggested the non-linearity in
monetary policy reaction function is resulted from the real effective exchange rate and
the output gap for Brazil. In the case of China, the inflation rate was found to explain the
non-linear adjustment of the central bank rate. Furthermore, the results suggest that the
target range of the threshold variable is pursued by central banks rather than a specific
point target. It is widely accepted that monetary policy affects inflation in the short run,
although there is an on-going debate concerning the asymmetric effect of monetary policy.

In exploring the potential asymmetries in the effect of monetary policy in emerging
economies, Abdelsalam (2018) conducted an investigation in Egypt using the NARDL to
find sufficient asymmetric effects in terms of the size (large or small) and direction (positive
or negative) of shocks. Small shocks were found to have a considerable effect on both
real production and inflation. In terms of the size, positive shocks are found to have a
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considerable influence on both real production and inflation regarding the direction of
the policy. Similarly, Tolulope (2016) applied the same model to evaluate the long-term,
non-linear effect of monetary policy shocks on output in Nigeria using money supply as a
proxy for monetary policy. The study employed annual time series data spanning from
1986 to 2015. To obtain the monetary policy shocks, the money supply was decomposed to
its negative and positive partial sums. The results show that both negative and positive
deviations in money supply have a significant positive effect on output in the long run.
This indicates that there are no asymmetries in the effect of monetary policy on output in
Nigeria for the sampled period.

Annual data spanning from 1973 to 2008 was used to examine the unforeseen non-
linear effect of money supply on both production and inflation in Iran (Komijani et al. (2012).
This study was motivated by the recent deviations in production processes in that country.
Money supply increase was found to have a significant impact on inflation compared to
unforeseen non-linear shocks. Furthermore, the study concluded that although the main
function of Iran’s central bank is the management of inflationary pressure, however its
conduct has had an indirect effect on production levels, especially due to unexpected shocks
in money supply.

Oil price, imported inflation, public expenditure, and inflation expectation were found
to be the main determinants of inflation in nine sub-Saharan countries, according to a
systemic review study by Alehegn (2021). Another cross-country investigation was con-
ducted by Badokhon and Rana (2021) to measure the effect of macroeconomic determinants
in selected Middle Eastern and North American countries (namely, Saudi Arabia, Egypt,
Oman, Bahrain, Morocco, Jordan, and Kuwait). A total number of 30 observations were
used in the study on data from 1985 to 2015. Money supply, real interest rate, imports,
current account balance, GNP, and GDP were found to be the significant determinants of
inflation in this panel of seven countries.

Dua and Goel (2021) examined the drivers of inflation in India using monthly data
sampled from 1996 to 2017. The cointegration approach was employed in the study to
test for long-term cointegration among the variables. The results showed that expected
inflation, food prices, exchange rate, oil prices, interest rate, and fiscal deficit are the leading
determinants of inflation in the long run in India. The study recommended inflation
targeting to combat inflation in India since inflation is coming from both the demand side
and the supply side. Bellemare et al. (2020) estimated a dynamic and individual model
of expectations formed on the current inattention of rational expectation in the empirical
literature in Canada and the US. This model, according to the study, played a vital role in
using individual consumers’ inflation expectations as proxy for the rational expectation
forecasts. The study unambiguously modelled the expectations’ updating rule as used
by consumers to combine new information in their knowledge. Rational expectation was
found to be a more significant determinant of inflation in Canada than in the US.

In India, Kumar and Dash (2020) employed a big dataset of about 439 variables
to examine the time-varying effects of monetary policy on sectoral, disaggregate, and
aggregate inflation. The results show that contractionary monetary policy has a positive
effect on inflation at a sectoral level, except for the agriculture and manufacturing sectors,
where the opposite is the case. The study further recommends that the interest rate rule
incorporates inflation at a sectoral level and reacts to each sector with a different intensity.
Due to the limited evidence of the effect of monetary policy on sectoral inflation in literature,
this study could not explore more literature. This study will, therefore, add to the emerging
literature on monetary policy effects on sectoral inflation.

The interest rate is the most common instrument of monetary policy that central banks
use to manage inflation. Interest rate is used with the assumption that increasing interest
rates (tight monetary policy) will reduce aggregate demand and ultimately reduce inflation.
However, monetary policy is transmitted through different channels. Focusing on a single
equation may yield contradicting results. Therefore, Uddin (2020) used Structural Equation
Modelling (SEM) to accommodate all the channels involved in monetary policy in Pakistan.
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The results reveal that exchange rate and costs channels are the only triggers of inflation in
Pakistan.

The Ordinary Least Squares (OLS) was employed by Chaudhary and Xiumin (2018)
to examine the nexus between macroeconomic variables, such as broad money supply,
real GDP, and previous values of inflation (lags) for the period 1975 to 2016. The findings
revealed that the macroeconomic variables have a long-term effect on inflation in Nepal.
The debate on the nature of the relationship remains unresolved in both empirical and
theoretical outlooks. This study contributes to the existing debate through the consideration
of asymmetry in the effect of monetary policy; it also applies sectoral data on inflation.

3. Data and Methodology
3.1. Data Description

This study adopts a quantitative research approach based on the quarterly time series
data spanning from 2000Q2 to 2021Q2 for sectoral inflation, money supply, and oil prices.
This makes a total of 77 observations, which is big enough for time series data analysis.
All these variables are in percentages. The expected sign is positive for all selected sectors,
money supply, and oil price. This follows the monetarists’ view affirming that there is
a direct proportional association between money supply and inflation. The selection of
these variables, especially sectoral inflation, was based on the data availability. Data were
sourced from Easy Data, which collects data from institutions such as the South African
Reserve Bank (SARB) and Statistics South Africa (STATSA). Therefore, this study was
limited to the total number of twelve sectors to use in an investigation, as shown in Table 2.

Table 2. List of variables in the model.

Independent Variables and Description Units Source Expected Sign

1. Money supply
M3t

% Easy Data +

2. Oil price
OPt

% Easy Data +

Dependent Variables (Sectoral inflation)
Pt

1. Food and non-alcoholic beverages % Easy Data +
2. Alcoholic beverages and tobacco % Easy Data +
3. Clothing and Footwear % Easy Data +
4. Housing and utilities % Easy Data +
5. Households’ contents and equipment % Easy Data +
6. Health % Easy Data +
7. Transport % Easy Data +
8. Communication % Easy Data +
9. Recreation and culture % Easy Data +
10. Education % Easy Data +
11. Restaurants and hotels % Easy Data +
12. Miscellaneous goods and services % Easy Data +

Source: compiled by the authors based on data collected from Easy Data.

3.2. Theoretical Model

As documented in most parts of this study, especially Section 2, the QTM is the
widely accepted theory, which proposes a direct link between money supply and inflation.
Therefore, this study adopts the Fisher’s exchange equation as the theoretical model for this
study, since it is the most commonly used version of the QTM. Fisher’s exchange equation
summarises the mathematical form of the direct link between money supply and inflation.
Furthermore, the non-linear ARDL of Shin et al. (2014) will be applied as the empirical
model framework to estimate the Fisher’s exchange equation. Equation (3) below shows
the mathematical form of the quantity theory of money summarised by Fisher’s exchange
equation:
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M×V = P×Q (3)

where M is the broad money supply, V symbolises the number of transactions that take
place with a given amount of money (Velocity), P denotes the average price level (inflation),
and Q is the quantity of goods and services sold.

Making price level the subject of the formula, we obtain:

P =
M×V

Q
(4)

This theory assumes that V and Q are fixed, implying that they cannot increase
significantly to influence Price P in the economy. Therefore, ultimately, money supply
equates to inflation (P = M3).

3.3. Empirical Model and Estimation Techniques

This study adopts the Non-linear Autoregressive Distributed Lags model (NARDL)
from (Cooray and Khraief 2018) as the empirical model to estimate the Fisher equation. In
this case, the model will be applied to sectoral prices; furthermore, an additional variable
will be added in this study (oil prices). This model is advancement from the conventional
Autoregressive Distributed Lags model (ARDL) of Perasan et al. (2001), as shown in
Equation (5):

Pt = α0 + α1Mt + εt (5)

Equation (5) is the long-term ARDL model. To incorporate the long-term and short-
term asymmetric effects within the cointegration framework, the independent variable can
be decomposed into its positive and negative partial sums, as shown in Equation (6) below:

Pt = α0 + α1M+
t + α2M−t + εt (6)

As we started with the linear ARDL, Equation (6) now represents the long-term
NARDL (Shin et al. 2014). Pt represents the dependent variable and α0 is the constant. On
the other hand, α1M+

t and α2M−t represent the partial sums of the independent variable.
Ultimately, εt is the stochastic error term. Therefore, the non-linear error correction model
is shown in Equation (7):

∆Pt = α + β0Pt−1 + β1M+
t−1 + β2M−t−1 +

k−1

∑
i=1

γi∆Pt−1 +
p

∑
i=1

δi∆M+
t−1 +

q

∑
i=1

δi∆M−t−1 + ϕECTt−1 + µt (7)

In Equation (7), short-term coefficients are denoted by the difference operators ∆. The
coefficient of the ECM is symbolised by ϕ, and the expected range is between 0 and −1
for the normal adjustment process. However, if it appears to be below −1, that will imply
there is over correlation in the series. The econometric benefit of this model is that it allows
the examination of any correlation between variables, depending on the magnitude of a
shock (large or small) and the direction of a shock (positive or negative). Additionally, the
parsimonious model allows incorporating the possibilities of potential asymmetry amongst
the variables, which are the fundamental objectives of this study.

Theoretical justification of asymmetry in monetary effect stems from the distinction
in the effect of monetary policy easing and tightening, as proposed by the traditional
Keynesian asymmetric theory. The effect of monetary policy easing is large on prices but
small on real economic activities, whereas monetary policy tightening has a large effect on
real economic activities and a small effect on prices. Likewise, the presence of asymmetry in
the reaction function of the central bank to inflation and deflation signifies the importance
of asymmetry in the effect of monetary policy.

3.4. The Fishers’ Equation Specified in the NARDL Framework

The Fisher equation establishes the direct link between money supply (M3) and
inflation (P). Money supply in this case is decomposed to its positive and negative partial
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sums as shown in Equation (8) below, and oil price (OP) is the additional explanatory
variable to incorporate for other variables affecting prices in the context of South Africa.
Oil price was solely chosen among other macroeconomic variables based on the fact that
South African inflation experience is mostly cost push inflation, since South Africa is an
emerging economy subjected to external shocks, most of which is oil price.

Pt = α0 + α1M3+t + α2M3−t + α3OPt + εt (8)

In Equation (8), (Pt) is sectoral inflation, (M3t) is money supply, which in this model
is jointly represented by partial sums of its positive and negative variation (M3−t ) and(

M3+t
)

as independent variables, OPt represents the oil prices to incorporate for other
variables that have a prominent impact on inflation and are not composed into its positive
and negative partial sums, α = (α0, α1,α2, α3) represent the cointegrating vector for the
long-term parameters to be estimated, and (εt) is the stochastic disturbance term with a
zero mean.

M3+t =
t

∑
i−1

∆M3+t =
t

∑
i−1

MAX(∆M3t, 0) (9)

M3−t =
t

∑
i−1

∆M3−t =
t

∑
i−1

MIN(∆M3t, 0) (10)

The above Equations (9) and (10) represent the negative and positive partial sums
decompositions, respectively, employed in the non-linear ARDL model as the cointegrating
setting. They allow for the detection of both the long-term and the short-term asymmetric
effect of money supply on sectoral inflation. The independent variable (money supply)
is decomposed into its positive and negative partial sums for its increase, as shown by
Equation (9), and decrease, as shown by Equation (10). The long-term effect of a positive
shock in money supply on sectoral inflation is captured by α1, which is anticipated to be
positive, as they move in the same direction according to the quantity theory of money.
On the other hand, α2 captures the long-term effect of negative shocks in money supply
on sectoral inflation and is also expected to be negative, as changes in monetary policy,
whether negative or positive, will push money supply and inflation in the same direction. If
this becomes case, therefore in Equation (8), α1 = α2 must be the case and this will suggest
no asymmetries in the effect of money supply on inflation.

Should the shocks of money supply, whether negative or positive, not yield effects that
are not identical with inflation, there is an asymmetry in the effects of money supply on
sectoral inflation, and then in Equation (8), α1 6= α2 will be the case. In both the long run
and short run, the asymmetric effect of money supply on sectoral inflation will be tested
using the Wald test.

According to Shin et al. (2014), Equation (8) can be expressed in a NARDL context of
Perasan et al. (2001) as follows:

∆Pt = α + β0Pt−1 + β1M3+t−1 + β2M3−t−1 + β3OPt−1

+
p
∑

i=1
γi∆Pt−1 +

q
∑

i=1
δi∆OPt−1 +

s
∑

i=1

(
θ+i ∆M3+t−1 + θ−i ∆M3−t−1

)
+ ϕECTt−1 + µt

(11)

Furthermore, p, q, and s symbolise the lag orders. The long-term coefficients (α1 =
−β1 ÷ β0 and α2 = −β2 ÷ β0) will represent the long-term influences of both negative and
positive shocks of the money supply on the sectoral inflation. On the other hand, the effect
of both negative and positive shocks of money supply on sectoral inflation in the short run
will be captured by ∑a

i=1 θ+i (increase) and ∑a
i=1 θ−i (Decrease). Equation (10) is specified in

such a way that it shows the asymmetric effect of money supply shocks on sectoral inflation
for both the short run as well as the long run. The coefficient of the error term is denoted
by ϕ, which is expected to be negative and statistically significant.
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3.5. Pre-Estimation Techniques

Before undertaking an investigation that includes data analysis, some procedures need
to be followed to ensure robustness in the findings. Firstly, in the NARDL framework, as is
the case of this study, there should be no series integrated of order two in the unit root test.
Secondly, if no order two is established in the series, we can proceed with the cointegration
bound test. Thirdly, when cointegration is established amongst the series, both long-term
and short-term error correction models can be estimated. Lastly, now that correlation does
not mean causation in econometric analysis, the Pairwise Granger Causality Test will be
applied to validate the causal effects amongst the variables.

Along with the above-mentioned tests, the cumulative dynamic multiplier will be
established to explore the effect of one percentage change in M3+t and M3−t separately as:

M+
k =

k

∑
j=0

∂SIt+j

M3+t−1
, M−k =

k

∑
j=0

∂SIt+j

M3−t−1
, k = 0, 1, 2, 3 . . . . . . ∞ (12)

note, as k→ ∞, M+
k → α1 and M−k → α2.

The dynamic multiplier will help to establish how the dependant variable (sectoral
inflation) in this case adjusts to its long-term new equilibrium, following negative and
positive shocks in an independent variable (money supply). To validate the robustness of
the findings, the study will also conduct some diagnostic tests, including serial correlation,
the normality test, heteroskedasticity, and the stability test.

4. Results and Discussion

To proceed with the application of the NARDL, testing for stationarity in the series
becomes the first step, as pointed out by Narayan and Liu (2015).

4.1. Unit Root Test

This study employed the Augmented Dickey–Fuller (ADF) test of the unit root, and
the results are shown in Table 3. The null hypothesis of a unit root in the series (non-
stationary) is rejected when the critical values at 1%, 5%, and 10% levels of significance for
each variable are greater than the tau stat. Moreover, as pointed out by Perasan et al. (2001),
amongst the variables, there should be no series integrated of the second-order I (2).

Table 3. Unit root results: ADF.

Critical Values

Variables Tau Stat 1% 5% 10% Order

Money supply −9.79484 −4.08887 −3.47255 −3.16345 I (1)
Oil price −7.89026 −2.59574 −1.94513 −1.61398 I (0)

Sectoral inflation
Alcoholic beverages and tobacco −19.0511 −4.88713 −3.47255 −3.16345 I (1)

Clothing and Footwear −6.91878 −2.59574 −1.94513 −1.61398 I (0)
Communication −5.54312 −4.08335 −3.47003 −3.16198 I (0)

Education −7.56257 −3.52423 −2.90235 −2.58858 I (1)
Food and non-alcoholic beverages −4.93840 −3.51905 −2.90013 −2.58740 I (0)

Health −6.80065 −3.52423 −2.90235 −2.58858 I (1)
Households’ contents and equipment −4.83999 −4.08335 −3.47003 −3.16198 I (0)

Housing and utilities −3.96782 −3.53320 −2.90621 −2.59062 I (0)
Miscellaneous goods and services −4.97819 −3.52423 −2.90235 −2.58858 I (1)

Recreation and culture −5.23732 −4.08335 −3.47003 −3.16198 I (0)
Restaurants and hotels −5.21867 −4.14458 −3.49869 −3.17857 I (0)

Transport −8.64064 −2.59574 −1.94513 −1.61398 I (0)

Source: compiled by the authors from the estimation results.
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Observing Table 3, it is self-evident that the order through which these variables are
integrated is the mixture of I (0) and I (1). Although most of the series are I (0), since five of
them are integrated of order one, these series still meet the standard procedure to proceed
with the application of the NARDL. After taking their first difference, we were able to
reject the null hypothesis of non-stationarity and accepted it in favour of the alternative
hypothesis of stationarity in the series whose order is denoted as I (1). Conversely, the
rest of the series were stationary at levels, and are denoted by I (0). Now that no series is
integrated of order two, we can proceed with the cointegration tests (bound test).

4.2. Non-Linear Cointegration Bound Test

The cointegration bound test is estimated using the correct lag orders proposed by
most of the criteria for each estimated model. Lags play a vital role in model estimation
because the response of the dependent variable to the independent variables is not often
instantaneous, and most responses take some time. Table 4 depicts the results of the
cointegration bound test.

Table 4. Cointegration test results.

Lower Bound I (0) Upper Bound I (0)

Dependent Variables F Stat 1% 2.5% 5% 10% 1% 2.5% 5% 10%

Alcoholic beverages and tobacco 11.78601 2.72 3.23 3.69 4.29 3.77 4.35 4.89 5.61
Clothing and Footwear 8.410977 2.72 3.23 3.69 4.29 3.77 4.35 4.89 5.61

Communication 7.813047 2.72 3.23 3.69 4.29 3.77 4.35 4.89 5.61
Education 5.983043 2.72 3.23 3.69 4.29 3.77 4.35 4.89 5.61

Food and non-alcoholic beverages 2.60083 2.72 3.23 3.69 4.29 3.77 4.35 4.89 5.61
Health 8.119789 2.72 3.23 3.69 4.29 3.77 4.35 4.89 5.61

Households’ contents and equipment 7.187314 2.72 3.23 3.69 4.29 3.77 4.35 4.89 5.61
Housing and utilities 5.135456 2.72 3.23 3.69 4.29 3.77 4.35 4.89 5.61

Miscellaneous goods and services 1.828820 2.72 3.23 3.69 4.29 3.77 4.35 4.89 5.61
Recreation and culture 96.33065 2.72 3.23 3.69 4.29 3.77 4.35 4.89 5.61
Restaurants and hotels 14.25950 2.72 3.23 3.69 4.29 3.77 4.35 4.89 5.61

Transport 63.87961 2.72 3.23 3.69 4.29 3.77 4.35 4.89 5.61

Source: compiled by the authors from the estimation results.

Taking into consideration asymmetry in the effect of money supply, the results of
the twelve sectors suggest that the variables are cointegrated in the long run, except for
the food and alcoholic beverages sector and miscellaneous goods and services sector. In
these two sectors, the computed F statistic is lower than the critical values of the lower
and upper bounds, making these sectors insignificant, and this is represented by two
asterisks in the table above. Therefore, we succeed at rejecting the null hypothesis of no
long-term cointegration for the ten sectors and accept the alternative, which proposes
cointegration. In these statistically significant sectors, the long-term NARDL model and
short-term Error-Correcting Model are applied to analyse the effect of money supply on
sectorial inflation.

4.3. Non-Linear ARDL Short-Term Results

Table 5 shows the short-term results of the NARDL. Figures in brackets represent
probabilities for respective coefficients. This is the error correction form, as it includes the
speed of adjustment (ECM). The lag coefficients are written in such a way that the effects of
all the lags is summarised by taking their weighted average for each variable.
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Table 5. NARDL short-term results.

INDEPENDENT
VARIABLE

ALCOHOLIC
BEVERAGES

AND
TOBACCO

CLOTHING
AND

FOOTWEAR
COMMUNICATION EDUCATION HEALTH

HOUSEHOLDS
CONTENTS

AND
EQUIPMENTS

HOUSING
AND

UTILITIES

RECREATION
AND

CULTURE

RESTAURANTS
AND

HOTELS
TRANSPORT

constant 6.27 [0.0000] −0.04 [0.9293] −0.20 [0.1848] 1.14 [0.0190] 3.03 [0.0000] 0.62 [0.0009] 0.24 [0.5472] −0.12 [0.5957] 1.64 [0.0079] 0.15 [0.6892]

∆(S (−1)) 0.77 [0.00205] −0.04 [0.3529] −0.31 [0.0247] 0.06 [0.3100] 0.36 [0.0020] 0.04 [0.1274]

∆(M3+t ) −0.01 [0.817] 0.04 [0.4820]

∆
(

M3−t
)

−0.02 [0.7644] −0.11 [0.0872]

∆(OPt) 0.005 [0.3081] −0.00 [0.1952] 0.00 [0.8639]

∆(M3+t (−1)) −0.15 [0.0122]

∆(M3−t (−1)) 0.18 [0.0379]

∆(OPt(−1)) 0.01 [0.0083] −0.00 [0.6230]

ECM (−1) −2.35 [0.0000] −0.86 [0.0000] −1.01 [0.0000] −0.50 [0.0074] −1.40 [0.0000] −0.58 [0.0000] −0.31 [0.0016] −0.53 [0.0000] −0.67 [0.0000] −1.01 [0.0000]

Source: compiled by the authors from the estimation results.
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In the short run, the effect of monetary policy shocks as well as the oil price is very
weak for the sampled period in South Africa. The drivers of inflation in the short run are
the previous values (lags) of inflation in some sectors. These findings are backed by the
rational expectation theory of inflation. This weak relationship of monetary policy shocks
to sectoral inflation in the short run is theoretically feasible and may be attributed to the
fact that in the short run prices are rigid and monetary policy is more powerful in the long
run, when prices lose their rigidity (Espinosa-Vega 1997. Moreover, most relationships
are occasionally instantaneous, which is why lags play an important role in data analysis.
Other previous studies that are in consensus with these findings include Sultana et al.
(2019), Kemal (2006), and Esumanba et al. (2019).

The ECM as a measure of the speed of adjustment is taking the correct negative sign
and is statistically significant at 1%; this is indicative of the long-term correlation between
the dependent and independent variables. The adjustment process is too fast, as it takes
less than two quarters for the previous disequilibrium to be restored. However, in some
sectors, such as alcoholic beverages and tobacco, health, and transport, the value of the
ECM is greater than −1. This means the underlying series are explosive and there is
over-correction. It indicates that the correction mechanism is oscillatory. In other words,
the speed of adjustment fluctuates forward before settling to equilibrium. For the rest of
the sectors, the speed of adjustment is below −1.

4.4. Long-Term Relations Results

Table 6 shows the results of the long-term asymmetric effect of money supply and oil
price on sectoral inflation.

Table 6. Long-term relations.

M3+
t M3−t OPt

Sectors Coefficients Coefficients Coefficients

Alcoholic beverages and tobacco −0.11 [0.0000] −0.08 [0.0005] −0.01 [0.0064]
Clothing and Footwear −0.28 [0.0914] −0.29 [0.0701] −0.00 [0.6074]

Communication −0.00 [0.9009] −0.00 [0.9578] 0.00 [0.7045]
Education −0.13 [0.1308] −0.12 [0.1626] −0.02 [0.1106]

Health −0.20 [0.0000] −0.17 [0.0000] −0.02 [0.0066]
Households’ contents and equipment 0.05 [0.5351] 0.06 [0.4423] −0.00 [0.2323]

Housing and utilities 0.44 [0.2874] 0.41 [0.2961] 0.06 [0.4856]
Recreation and culture −0.10 [0.4417] −0.12 [0.3510] −0.02 [0.1361]
Restaurants and hotels −0.25 [0.0360] −0.21 [0.0785] −0.00 [0.7263]

Transport 0.09 [0.3918] 0.07 [0.4870] 0.09 [0.0000]
Note: Figures in [ ] represent the probabilities for the respective coefficient. Source: compiled by the authors from
the estimation results.

The long-term results indicate the coefficients that are different in directions, which
are denoted by the signs each coefficient takes. Following the QTM claim of the work
of Friedman (1989) that there is a direct link between money supply and inflation, we
expected that the coefficients do not differ in direction. Furthermore, both positive and
negative shocks in the money supply push inflation at the sectoral level in the opposite
directions. Positive shocks in money supply results in a significant decrease in inflation in
these sectors in the long run: alcoholic beverages and tobacco at 1%, clothing and footwear
at 10%, health at 1%, and restaurants and hotels at 5%; conversely, a negative shocks in
money supply results in a significant increase in the same sectors. This renders the QTM
invalid in the case of South African sectoral data. Although the QTM has been a widely
accepted theory of inflation, this study adds to the existing literature that finds it invalid
(Taslim 1982; Cao 2015; Ditimi et al. 2017; Amassoma et al. 2018).

The results also show that the effect of positive shocks on money supply is highly felt
in most of the sectors, exceeding the effect of negative shocks. The whole implication of
these findings is that the effect of monetary policy shocks differs across economic activities
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in South Africa. There is heterogeneity in the response to sectoral inflation, which is in line
with the findings of previous studies (Kisswani and Elian 2017; Imbs et al. 2011). The Wald
test was applied to establish if there is short-term and long-term asymmetry in the effect of
money supply; the results are shown in Table 7.

Table 7. Long-term and short-term asymmetry—Wald test.

M3+
t =M3−t

(Long Run Asymmetry)
∆(M3+

t )=∆(M3−t )
(Short Run Asymmetry) Conclusion

Sectors F Statistic F Statistic

Alcoholic beverages and tobacco 5.72 [0.0196] – Long run asymmetry
Clothing and Footwear 3.15 [0.0798] – Long run asymmetry

Communication 0.00 [0.9224] – Long run symmetry
Education 0.90 [0.3442] – Long run symmetry

Health 14.04 [0.0004] – Long run asymmetry
Households’ contents and equipment 3.33 [0.0724] – Long run asymmetry

Housing and utilities 1.14 [0.2883] – Long run symmetry
Recreation and culture 0.55 [0.4591] – Long run symmetry
Restaurants and hotels 4.25 [0.446] – Long run symmetry

Transport 0.04 [0.8307] – Long run symmetry

Source: compiled by the authors from the estimation results.

The results suggest that there is no evidence of short-term asymmetry in the effect
of money supply in the sectors. However, in the long run, the results suggest asymmetry
in the effect of money supply in the following sectors: alcoholic beverages and tobacco,
clothing and footwear, health, and households’ contents and equipment, as the p-values
are less than 10%. Conversely, for the rest of the sectors, the effect of the money supply
is symmetric, as the p-value > 0.1. These findings, to some extent, add to the emerging
literature embracing asymmetry in the effect of monetary policy (Nobay and Peel 2003;
Dolado et al. 2004; Cukierman and Muscatell 2008). The conclusion drawn from these
results is that there is a pass-through effect of monetary policy on sectoral inflation in the
long run that is sector specific. These findings are corroborated by the Granger causality
test results and the dynamic multipliers.

The diagnostic test results (see Appendices A and B) suggest stability in all models
by the CUSUM; however, for the CUSUM squares, the results suggest that models for
the following sectors are not stable: clothing and footwear, households’ contents and
equipment, and restaurants and hotels. This is denoted by the green line crossing the 5%
boundary. This coincides with the period of 2007–2008 GFC, which has been detrimental to
emerging economies and may have resulted in structural breaks in the data on inflation in
these three sectors. The results further postulate residual normality in all the models. The
models also pass the residual homogeneity test and serial correlation and suggest that all
the models were correctly specified.

4.5. Granger Causality Results

Table 8 presents only the significant causal effects between money in circulation and
prices at sectoral level, from 1%, 5%, and 10% levels of significance. There is unidirectional
causality that runs from oil price to the following sectors; transport, recreation and culture
and health.
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Table 8. Granger causality test results.

Null Hypothesis F-Statistic Probability

Bi-directional causality

Education does not granger cause M3-pos 5.16592 0.0081
M3-pos does not granger cause Education 2.59922 0.0816

Health does not granger cause M3-pos 3.41821 0.0384
M3-pos does not granger cause Health 2.54069 0.0862

Uni-directional causality

Oil price does not granger cause Health 2.67650 0.0758
M3-pos does not granger cause Households’ contents and equipment 3.20350 0.0467
M3-neg does not granger cause Households’ contents and equipment 3.33885 0.0413

M3-pos does not granger cause Housing and utilities 2.88424 0.0627
M3-neg does not granger cause Housing and utilities 3.00191 0.0562

Oil price does not granger cause Recreation and culture 3.98495 0.0230
M3-pos does not granger cause Restaurants and hotels 4.99151 0.0109
M3-neg does not granger cause Restaurants and hotels 5.13120 0.0097

Oil price does not granger cause Transport 6.54824 0.0025

Source: compiled by the author from the estimation results.

There is also unidirectional causality for positive shocks for the household contents and
equipment, housing and utilities, and restaurants and hotels sectors. Furthermore, there is
a unidirectional causality running from negative shocks in money supply to the sectors,
namely: households’ contents and equipment, housing and utilities, and restaurants and
hotels.

Turning the focus on the bi-directional causal effects, health and education granger
causes positive shocks in money supply, and the causal effect is bi-directional. The implica-
tion of these findings is that these sectors (Health and Education) can be used to predict
the future values of the positive shocks in the money supply; similarly, positive shocks
in the money supply can be used to forecast inflation in these sectors. The implication of
this is that there is Granger causality among the variables, although this is sector-specific
supporting the long-term findings.

4.6. Dynamic Multiplier Graphs

The dynamic multiplier graphs show the path through which the dependent variables
adjust to negative and positive changes in money supply. The dotted black line represents
the response to positive changes, whereas the solid black line represents the response to
negative changes in money supply. The figures below depict the responses of each sector
on the negative and positive shocks in money supply.

The alcoholic beverages and tobacco sector respond negatively to both negative and
positive shocks in the short run, until after the second quarter, where the response of
the dependent variable is indirect for both positive shocks and negative shocks. Figure 1
further shows that the asymmetry plot in the short run is far from zero, while in the long
run, it reverts to around zero. This implies that no asymmetry is detected in the short run,
whereas in the long run, the effect of money supply is more asymmetric.

The clothing and footwear sector responds negatively to positive shocks and positively
to negative shocks, as shown in Figure 2 below. The effect of the shocks is constant in both
the short run and long run, and the magnitude of the response is the same, i.e., around 3,
for both negative and positive shocks. The asymmetry plot also conveys more asymmetry
for the effect of money supply on the clothing and footwear sector.
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crease on prices in the education sector, while negative shocks decrease prices in the 
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Figure 3 visualise that response of the communication sector is more elastic on negative
shocks (around −12) than positive shocks (around 4). This is backed by the asymmetry
plot which falls below zero (negative quadrant). Moreover Figure 3 shows that monetary
policy shocks has the higher effect in short run than in the long run on this sector.
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As portrayed in Figure 4 positive shocks in money supply results in an instant increase
on prices in the education sector, while negative shocks decrease prices in the same sector
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in the long run. After the second quarter, the opposite is the case. The magnitude of the
response is the same, suggesting that there is asymmetry in the effect of money supply in
the education sector.
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The effects of both positive and negative shocks in money supply results in an imme-
diate reduction in prices in the health sector. However, Figure 5 further shows that in the
long run, negative shocks result in an increase in prices; on the other hand, positive shocks
result in a decrease in prices. The magnitude of the response is the same in the long run.
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Figure 5. Dynamic multiplier for the health sector.

Monetary policy shocks have a higher effect on the households’ contents and equip-
ment sector in the short run than in the long run. The short-term effect in this sector is
characterised by a lack of asymmetry, which is denoted by an asymmetry plot variation
that is far from zero. However, in the long run, asymmetry is present. As manifested below
in Figure 6.
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Figure 6. Dynamic multiplier for the households’ contents and equipment sector.

Figure 7 reveals that the response of the housing and utilities sector to negative shocks
is not instantaneous, as it takes more than two quarters for it to respond, whereas the
response to positive shocks is rapid. The magnitude of the effect is more or less the same,
particularly in the long run.
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Figure 7. Dynamic multiplier for the housing and utilities sector.

While Figure 8 reveals that, monetary policy shocks have a smaller effect on the
recreation and culture sector in the short run; however, over time, it also appears that the
effect increases with the same magnitude for both negative and positive shocks.

In the short run, monetary policy shocks result in a price reduction in the restaurants
and hotels sector. However, it also appears in Figure 9 that after the third quarter, positive
shocks result in an increase in the price levels in this sector. Over time, the magnitude from
negative and positive shocks becomes stable, and the asymmetry plot is around zero.

Figure 10 below reveals that the transport sector is more elastic towards positive shocks
in money supply in the short run. It takes two quarters for the effect to become stable.
These findings of dynamic multipliers coincide with that of the ECM, which revealed that
the speed of adjustment is very fast in most sectors.
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application of the diverse monetary strategy, which will help to stabilise inflation across 
sectors. The policy implications and practicality of these findings is that in South Africa, 
aggregate inflation does not reflect the true inflation paths. Furthermore, this study 
recommends that monetary authorities ought to consider sector-based targets to elimi-
nate heterogeneity among sectors. Although this study uncovers several intriguing 
findings, as with any analysis of this nature, it also raises many questions for future re-
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Holistically, the dynamic multiplier graphs for each model show that the adjustment
of the dependent variables from positive and negative shocks varies across sectors. This
supports what was postulated by Imbs et al. (2011), i.e., that responsiveness is not the same
across economic activities—it depends on each sector’s vulnerability to shocks.

5. Conclusions

Based on the findings, this study concludes that there is a non-linear effect of money
supply on sectoral inflation only in the long run, although this effect is sector specific.
There are discrepancies in sectoral responses, and for that reason, aggregate inflation may
not be a good indicator of the inflation path in South Africa, as it may underestimate
sectoral variations. The changes in monetary policy (contractional and expansional) pushes
inflation in most sectors in opposite directions, which renders the QTM invalid in the case
of South African data. This study recommends that monetary authorities in South Africa
(SARB) should consider the use of sectoral inflation to reflect the success of its monetary
policy (IT) and mitigate discrepancies in sectoral responses through the application of
the diverse monetary strategy, which will help to stabilise inflation across sectors. The
policy implications and practicality of these findings is that in South Africa, aggregate
inflation does not reflect the true inflation paths. Furthermore, this study recommends
that monetary authorities ought to consider sector-based targets to eliminate heterogeneity
among sectors. Although this study uncovers several intriguing findings, as with any
analysis of this nature, it also raises many questions for future research. One prospective
future research paper could examine the sources of heterogeneity in the responsiveness of
inflation across sectors. The last potential area of research is to evaluate the effectiveness of
monetary policy in ensuring price stability across economic activities.
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D.D.T. and K.D.I.; formal analysis, S.M.; investigation, S.M.; resources, S.M.; data curation, S.M.;
writing—original draft preparation, S.M. and K.DI.; writing—review and editing, K.D.I. and S.M.;
visualization, S.M.; supervision, K.D.I. and D.D.T.; project administration, K.D.I. All authors have
read and agreed to the published version of the manuscript.
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2. Communication sector
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6. Households’ contents and equipment sector
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7. Housing and utilities sector
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8. Recreation and culture sector
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Appendix B. Summary of Diagnostic Tests 
Tests Results 

Alcoholic beverages and tobacco sector  
Heteroskedasticity Test: Breusch–Pagan–Godfrey     Prob. 0.00515 > 0.05 
Serial Correlation LM Test: Breusch–Godfrey     Prob. 0.5973 > 0.05 
Normality test: Jarque–Bera     Prob. 0.5538 > 0.05 
Model specification: Ramsey RESET Test     Prob. 0.1696 > 0.05 
Stability: CUSUM test Significant at 5% 
Clothing and footwear sector  
Heteroskedasticity Test: Breusch–Pagan–Godfrey     Prob. 0.6138 > 0.05 
Serial Correlation LM Test: Breusch–Godfrey     Prob. 0.8313 > 0.05 
Normality test: Jarque–Bera     Prob. 0.4287 > 0.05 
Model specification: Ramsey RESET Test     Prob. 0.1299 > 0.05 
Stability: CUSUM test Significant at 5%, but not for CUCUM SQ 
Communication sector  

9. Restaurants and Hotels
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Appendix B. Summary of Diagnostic Tests 
Tests Results 

Alcoholic beverages and tobacco sector  
Heteroskedasticity Test: Breusch–Pagan–Godfrey     Prob. 0.00515 > 0.05 
Serial Correlation LM Test: Breusch–Godfrey     Prob. 0.5973 > 0.05 
Normality test: Jarque–Bera     Prob. 0.5538 > 0.05 
Model specification: Ramsey RESET Test     Prob. 0.1696 > 0.05 
Stability: CUSUM test Significant at 5% 
Clothing and footwear sector  
Heteroskedasticity Test: Breusch–Pagan–Godfrey     Prob. 0.6138 > 0.05 
Serial Correlation LM Test: Breusch–Godfrey     Prob. 0.8313 > 0.05 
Normality test: Jarque–Bera     Prob. 0.4287 > 0.05 
Model specification: Ramsey RESET Test     Prob. 0.1299 > 0.05 
Stability: CUSUM test Significant at 5%, but not for CUCUM SQ 
Communication sector  
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Appendix B. Summary of Diagnostic Tests

Tests Results

Alcoholic beverages and tobacco sector

Heteroskedasticity Test: Breusch–Pagan–Godfrey Prob. 0.0515 > 0.05
Serial Correlation LM Test: Breusch–Godfrey Prob. 0.5973 > 0.05
Normality test: Jarque–Bera Prob. 0.5538 > 0.05
Model specification: Ramsey RESET Test Prob. 0.1696 > 0.05
Stability: CUSUM test Significant at 5%

Clothing and footwear sector

Heteroskedasticity Test: Breusch–Pagan–Godfrey Prob. 0.6138 > 0.05
Serial Correlation LM Test: Breusch–Godfrey Prob. 0.8313 > 0.05
Normality test: Jarque–Bera Prob. 0.4287 > 0.05
Model specification: Ramsey RESET Test Prob. 0.1299 > 0.05
Stability: CUSUM test Significant at 5%, but not for CUCUM SQ

Communication sector

Heteroskedasticity Test: Breusch–Pagan–Godfrey Prob. 0.7166 > 0.05
Serial Correlation LM Test: Breusch–Godfrey Prob. 0.3826 > 0.05
Normality test: Jarque–Bera Prob. 0.6249 > 0.05
Model specification: Ramsey RESET Test Prob. 0.2436 > 0.05
Stability: CUSUM test Significant at 5%

Education sector

Heteroskedasticity Test: Breusch–Pagan–Godfrey Prob. 0.3268 > 0.05
Serial Correlation LM Test: Breusch–Godfrey Prob. 0.1302 > 0.05
Normality test: Jarque–Bera Prob. 0.5666 > 0.05
Model specification: Ramsey RESET Test Prob. 0.6320 > 0.05
Stability: CUSUM test Significant at 5%

Health sector

Heteroskedasticity Test: Breusch–Pagan–Godfrey Prob. 0.2266 > 0.05
Serial Correlation LM Test: Breusch–Godfrey Prob. 0.1258 > 0.05
Normality test: Jarque–Bera Prob. 0.1301 > 0.05
Model specification: Ramsey RESET Test Prob. 0.1688 > 0.05
Stability: CUSUM test Significant at 5%

Households’ contents and equipment sector

Heteroskedasticity Test: Breusch–Pagan–Godfrey Prob. 0.0853 > 0.05
Serial Correlation LM Test: Breusch–Godfrey Prob. 0.0946 > 0.05
Normality test: Jarque–Bera Prob. 0.0966 > 0.05
Model specification: Ramsey RESET Test Prob. 0.4399 > 0.05
Stability: CUSUM test Significant at 5%, but not for CUCUM SQ
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Tests Results

Housing and utilities sector

Heteroskedasticity Test: Breusch–Pagan–Godfrey Prob. 0.1451 > 0.05
Serial Correlation LM Test: Breusch–Godfrey Prob. 0.2266 > 0.05
Normality test: Jarque–Bera Prob. 0.1491 > 0.05
Model specification: Ramsey RESET Test Prob. 0.1496 > 0.05
Stability: CUSUM test Significant at 5%

Recreation and culture sector

Heteroskedasticity Test: Breusch–Pagan–Godfrey Prob. 0.4303 > 0.05
Serial Correlation LM Test: Breusch–Godfrey Prob. 0.3315 > 0.05
Normality test: Jarque–Bera Prob. 0.1473 > 0.05
Model specification: Ramsey RESET Test Prob. 0.1637 > 0.05
Stability: CUSUM test Significant at 5%

Restaurants and hotels sector

Heteroskedasticity Test: Breusch–Pagan–Godfrey Prob. 0.2758 > 0.05
Serial Correlation LM Test: Breusch–Godfrey Prob. 0.6136 > 0.05
Normality test: Jarque–Bera Prob. 0.2893 > 0.05
Model specification: Ramsey RESET Test Prob. 0.5468 > 0.05
Stability: CUSUM test Significant at 5%, but not for CUCUM SQ

Transport sector

Heteroskedasticity Test: Breusch–Pagan–Godfrey Prob. 0.0946 > 0.05
Serial Correlation LM Test: Breusch–Godfrey Prob. 0.7490 > 0.05
Normality test: Jarque–Bera Prob. 0.9291 > 0.05
Model specification: Ramsey RESET Test Prob. 0.8915 > 0.05
Stability: CUSUM test Significant at 5%

Source: compiled by the authors from the estimation results.
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